Supplementary Materials for

DrugRepSS: Textual Semantic and Graph Structural Progressive Representation Learning for Drug Repositioning

# Supplemental Materials and Methods

## 1.1 Baseline Methods for Comparison

In the comparison experiment, we adopted two types of baseline methods. One is the existing drug repositioning methods, and the other is prediction methods based on embedding feature similarity. A detailed description of these baseline methods is described below:

1. Drug repositioning methods

LAGCN[1] is a drug repositioning model based on Graph Convolutional Network (GCN), which constructs a heterogeneous drug-disease network and applies GCN to predict the drug-disease relationship.

NIMCGCN[2] is a drug repositioning model that combines GCN with a neural induction matrix. It uses GCN from miRNA and disease-like networks to learn the deep features of diseases and employs a new neural induction matrix completion module to predict drug indications.

HNet-DNN[3] is a deep neural network model for drug-disease relationship prediction, which utilizes Deep Neural Network (DNN) to extract deep features from the drug-disease heterogeneous network.

DRONet[4] is a drug repositioning model that combines network embedding and sequencing learning by using the effectiveness comparison relationship between drugs as prior information.

1. Network embedding methods
2. Matrix decomposition-related methods

SVD is a commonly used matrix decomposition method that can decompose a matrix into the product of three matrices to achieve purposes such as data dimension reduction, denoising, and compression, thereby mapping nodes to a low-dimensional space.

HOPE[5] models the higher-order proximity as a tensor, and then maps the lower-dimensional proximity through tensor decomposition techniques.

GF[6] learns the embeddings of nodes by minimizing the difference between the adjacency matrix and the node representations.

GraRep[7] encodes the network structure information as multiple adjacency matrices of different orders and then maps these adjacency matrices to a low-dimensional space using matrix decomposition techniques.\

1. Random walk-related methods

DeepWalk[8] generates node sequences by conducting random walks in the network and utilizes technologies such as Word2Vec to convert these node sequences into low-dimensional vector representations.

Node2vec[9] generates diverse node sequences in the network by controlling the random walk strategy and uses technologies such as Skip-gram to convert the node sequences into low-dimensional vector representations.

1. Neural network-related methods

LINE[10] uses two neural network models to learn the first-order and second-order proximities of nodes and concatenates the learned representations to form the final node embeddings.

SDNE[11] uses a deep autoencoder to learn the embedding representations of nodes, while considering the structural information of the network and the proximities of nodes.

# Supplemental Results

## 2.1 Literature Verification

To verify the potential relationship between diabetes and the predicted other candidate drugs, some possible relationships were found by referring to medical literature in PubMed. For instance, the study by Jill et al. discussed that patients with diabetes have a higher risk of depression, and Escitalopram (rank=3) has the effect of treating both diabetes and depression[12]; the research by Al-Sofiani et al. indicated that Aspirin (rank=4) helps reduce the risk of cardiovascular disease in patients with diabetes[13]; Hassanzadeh et al. studied that Clonidine (rank=8) and gabapentin could reduce neuropathic pain and the severity of neuropathic pain in diabetic patients[14].

To verify the potential relationship between coronary heart disease and the predicted other candidate drugs, the medical literature in PubMed was referenced. Several possible relationships were found. For example, Schernthaner et al. studied that Metformin (rank=8) had a beneficial effect on patients with coronary heart disease[15]; Fu et al. found that the clinical effectiveness of Amlodipine (rank=9) could significantly reduce blood pressure indicators and blood lipid indicators in patients with hypertension and coronary heart disease, and had good safety[16].

## 2.2 Network Medicine Analysis

For coronary heart disease, the dense connectivity within the PPI network (34 real links vs. 2.697 expected links, P=5.66E-26) suggests that these proteins tend to have a tighter interaction than expected.

## 2.3 Molecular docking verification

For coronary heart disease, the predicted drug Ketamine (rank=4) was selected for docking verification. The docking results shows that the drug has a strong binding energy (BE=-5.97) to the coronary heart disease-associated protein ANXA5, and Ketamine docks to the amino acid residues ASP-322 of CX3CR.
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